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N.B.: (1) Question no. 1 is compulsory \K
(2) Attempt any three from the remaining. ‘ AN
(3) Assume suitable data. OJ\?‘}
e
1. (a) What are the three Vs of Big Data? Give two examples of big data case stg\ﬁles 5
Indicate which Vs are satisfied by these case studies. \0
(b) Describe the operations of "shuffle" and "sort" in the Map reduce frarpg?vork‘? Explain 5§
with the help of one example. !
(¢) Through an example illustrate how triples can be used to optlrg%::ﬂy storeandcount  §
pairs in a frequent itemset mining algorithm. ‘\
(d) What is the motivation to count triangles in a social netwg\rﬁ graph? . 5
Outline one algorithm for counting triangles briefly.
x\
2. (a) Whatare the different data architecture patterns 1r{fNOSQL ? Explain " 10

Graph Store" and "Column Family Store" patterngiwith relevant examples.
(b) Show Map Reduce implementation for the folfoWing two tasks using pseudocode. 10
(i) Join of two relations with an exaujple
(ii) Multiplication of two matricesz\yflth one Map reduce step.

Uy
\\
3, (a) Write a note on different distance sures that can be used to find 31m11ar11y/ 10
dissimilarity between data point bng, y data set,
(b) Describe any two sampling tc@f\a‘iqucs for big data with the help of examples. 10
@

4. (a) Using an example bit strea, i explain the working of the DGIM algorithm to count 10
number of 1's (Ones) i adata stream.
(b) Clearly explain how t&ic CURE algorithm can be used to cluster big data sets. 10
9
5. (a) Define (‘ontentfbﬁsed recommendation systems. Using an example case study 10
describe how{bcan be used to provide recommendations to users.
@ '
(b) Let the a{_ij\hcency matrix for a graph of four vertices {n, ton,) be as follows: 10

Pl Calculate the authority and hub scores for this graph using the HITS
NE algorithm with k = 6, and identify the best authority and hub nodes.
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6. (a) BExplain clearty how the SON partition based algorithm helps to perform frequent {
itemset mining for large datasets. How does this algorithm avoid False Negatives? 5“

.. . R . - L 4)‘\.
{b) Forthe graph given below use Clique percolation and find all communities et
S
ny
Iy
Oy
Al
A,
Oy
.
w1
O
¥
(“\/
. "\‘
N
A
WLy
S
&




Qera TUT C@m\) (pue)

ELOO W\Q\Qﬁ\\\ ne \QO”N\‘\\\%S

Q.P. Code : 724301

12 \os 716

(3 hours) [80 Marks] ¥
N.B.: s
1. Question No.1 is compulsory. \;ff‘i')
2. Attempt any Three questions out of remaining Five questions. "o
3. Figures to the right indicate full marks. Q
4. Assume any suitable data wherever required but justify the same. ‘;\SZ
D
Q.1 a) Whatare the key tasks of Machine Learning? X 5
b)  What are the key terminologies of Support Vector Machine? (b\" 5
¢)  Explain in brief Linear Regression Technique. b\)& 5
d) Explain in brief elements of Reinforcement Learning. ' q'n? 5
Lo}
X
Q.2 a) Explain the steps required for selecting the right machine lea.r@ing algorithm. 8
b) For the given data determine the entropy after classification Wsing each 12
attribute for classification separately and find which athi@ute is best as
decision attribute for the root by finding information with respect to
entropy of Temperature as reference attribute. /\Q\
Sr.No. | Temperature | Wind | Humidity \()Y\
1 Hot Weak | High ‘Z“\
_2_ Hot strong High § C J
3 Mild Weak | Normal )
4 Cool Strong | High QO
5 Cool Weak | Normal 15 4
6 Mild Strong | Normal _\[
7 Mild Weak | High v~
8 Hot strong | High <
9 Mild Weak | Nosmal
10 Hot Strong | Normal
Q.3 a) Explain in detail Principa \féomponent Analysis for Dimension Reduction 10
b)  Apply K-means algorithim on given data for k=3. Use C1(2) , C(16) and 10
'C3(38) as initial ch@er centres.
Data: 2, 4, 6, 3.\?‘1 12,15,16, 38, 35, 14, 21, 23, 25, 30
Q4 a) Explainin deféil reinforcement technique Temporal Difference Learning. 10
b)  Using Bayesian classification and the given data classify the tuple(Rupesh, 10
M, 1.73%1) - -
x Site | Value Count FProbability
L Short | Medium | Tall | Short Medium | Tall
{ Gender | M 1 2 3 114 217 3/4
CQ‘ F 3 5 1 34 517 1/4
_\2\) Height 0,16 |2 0 0 2/4 0 0
L 6,17 |2 0 0 | 4 0 0
v (17,1.8) |0 3 o |0 37 0
NG (18,19 |0 3 0 0 37 0
\,\2:‘?' (19,2) |0 1 2 0 1/7 2/4
&7 2 « |0 0 2 |0 0 24
e
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2
G5 a8y Apply Apglomerative clustering slgorithns on given data and draw 8 \)\
dendogram. Show three clusters with its allocated points. Use single link ,\»L“v'
method. < J
Adjacency matsix _ \‘:\ ;
8 b & d & £ «U\X*
blJ2 10 K 1 J18 f~)§7>'
10 |48 o |45 |45 |2 |
abJi7 i1 145 16 2 13 o
elds |1 |5 12 1o (A
gly20 LB l2 13 |30
9]
zqﬁ\’
b)  Explain classification using Back Propagation algorithim with a suitable i2
exsmple. &\O '
N \}.J )
Q.6 Write detail notes on (any two) 4}:}' i 20
8)  Quadratic Programwming solution for finding maximum margin separation in
Support Vector Machine. \\'gf&
b)  Applications of Machine Learﬁﬁﬁé algorithins.
¢)

Hidden Markov Model. (;:‘
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N.B.: (1) Question No.1 is compulsory. ’\b
2) Aﬁémpt any three questions from the remaining five questions. , §Q
(3) Make suitable assumptions wherever necessary but justify your assumptions. N
1. (a) What is Cyber Crime? How do we classify Cyber Crimes? Y‘%\ 05

: So
(b) What is some of the volatile information you would retrieve from a comput ¥ 05

system before powering it off? ‘oO\ g
(c) What is Evidence? Explain the types of Evidence. q(/)\ 05
(d) What is DOS attack? How to achieve recovery from DOS attack? \\(\> 05
2. (a) What is Digital Forensics? What are the phases of Digital Foregljsggs process? 10

(b) Define Forensic Duplicate? How you will create Forens@}\].)uplicate of a hard 10

drive. . \O% |
3. (a) Briefly explain the process of collecting the volatile in digital forensics. - 10
(b) What are the steps involved in computer evidenc%&ndling? Explain in detail. 10
4. (a) What are the tools used in Network forensics. %Q’ 10
(b) Discuss the techniques of tracing an e-mail message. 10
5. (a) Explain how law enforcement is done in Eomputer forensics. 10

(b)yWorksource Private Limited is a

siness process outsourcing (BPO) outfit 10

handling business process outsourci\f?:g for various clients in North America and
Europe. The employees of Wox@;\jurce become privy to confidential customer .
information during the cours;zg)fatheir work. The nature of this information ranges .

from medical records of indiyi

data is

transmitted from th

?lals to financial data of companies. The unprocessed

ient's location to Worksource offices in Gurgaon, Pune

and Hyderabad throught nternet using VPN (Virtual Private Network) connections
on broadband. Worksdurce allows clients to transfer information via dedicated FTP
servers on the Interfigt, which can then be accessed and processed by its employees.

Worksource, thro

billing

its website, worksource.com allows its clients to log in and view

and othéymformation specific to them. Access to this information is restricted
through the @ﬁal user name - password combination found on most websites.

Looking,@? the above scenario, discuss the threats Workforce faces to its information
est controls which it may put in place to secure its information from such

and s

thregis.

6. ‘rite a short note on

)

(1) NTFS Disk
(2) Windows Registry

20
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(3 Hours )} [Total Marks : 80
Wote: 1. Question No.1 is compulsory 3\
2. Attempt any Three questions out of remaining questions _ é?
3. Assume suitable data wherever necessary and state them clearly : _

T

Q1 a) For a Super market chain, consider the following dimensions namely prodxgoiﬂfsicm, {10}

time and promotion. The schema contains a central fact table for sales. <N
i. Design star scheraa for the above application. ‘ j\;@'
ii. Caloulate the maximum number of base fact table records for war@fw‘us& with the
following values given below: o
s Time period - 5 years oﬂ\‘:‘s?'"
e Store — 300 stores reporting daily sales \'x.__‘}
e Product — 40,000 products in each store (about 4000 se:,{i{‘i”n gach store daily)}
by Discuss: 4.}\3:) {10}
i. The steps in KDD process e
ii. The architecture of a typical DM system & ™

Q2 ) We would fike to view sales data of a company with }%sp@ct to three dimensions namely |10}
Location, Item and Time. Represent the sales da;\a—ih the form of a 3-I) data cube for the

above and Perform Reil ap, Drill down, Slice}éﬂ Dice OLAP operations on the above
data cube and IHhustrate, NS

b} A simple example from the stock markqﬁ;ﬁﬁwlving only discrete ranges has profit as {10}
categorical attribute, with values {Up, l';g,‘{;’;"\‘ifn} and the training data set is given below.

Age | Competition Type | Profit
Old. Yes Software, {-iJown 1
Old No Software| Down
Oid | No Hardwate | Down
Mid Yes Software | Down
Mid Yes Eardware | Down
nid No L Hardware |- Up
Mid No .| Software | Up
New Yes L7 | Software | Up
New Née Hardware | Up
New Mo Software | Up
Apply deq}\sfidh tree algorithm and show the generated rules.
2 .
Q3 a) Iliustréggiﬁlitha architecture of a typical DW system. Differentiate D'W and Data Mart. {10]
b) Disgéif-;\’" different steps involved in Data Preprocessing. (10}
Q4 a) gﬁ‘l’i\fsouss various OLAP Models. {10]

b\?ﬂ:._?;"'- Explain K-Mesus clustering algorithm? Apply K-Means algorithms for the following 10}
\;3-‘.\' data set with two clusters. Data Set = {1, 2, 6,7, 8, 10, 15, 17,20} , :

TURN OVER
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2 g
\,-:--»-
Describe the steps of ETL. process. s “‘)10}
Discuss Association Rule Mining and Apriort Algorithm. Apply AR Mining to find al ;gi" {107

frequent item sets and association rules for the following dataset:
Minimum Support Count = 2
Minimum Confidence = 70%

O

Transaction I | Ttems (;\
100 1,2, 5 n;@'
200 2,4 o
300 5.3 A0
400 i,3.4 R
500 1,3 (;\
600 . 1,3 Gy
700 1,3,2,5 KD
800 i,3 o
200 1,2,3 )\ )
(
K
- ‘IA\
Q6 Write Short notes on any four of the following: ; J [20]
i Updates to Dimension tables fl)
i, Metrics for Evaluating Classifier Perfozm§nc&
Hi.  FP tree \;\\r
v,  Multilevel & Multidimensional Asw\glatzon Rule
v. Opemtmnal Vs, Decision Suppcgrt aystem
N
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s Ereanmle wherever ned

olve any five of the fellowing. o
{a) Wimi, Go you mesn by response tme? \r~§'\""
(b)Y What do voumean by direct manipulation and § u%z\ Ser manipulation
(¢} E”.}if;m.u-::s issues relatod to Long Term Memory and$ Short Term Memory.
(d)  What de you mean by keybo v aa,(,ut,mww‘t}’?

(¢  Explain impoviance of Text Messages withy
wilh user .

(fy  What are the three levels pr;ua,am

<37

Web i‘ag”-

> Drepartment want o provide sl

-

Give Brief description on GU

1 vers
In the staie of Maharashira, ¥at e

help portal Tor ii:‘s customers, Thé bostal gonsists of Information about
basic need supplies, Online application forr ation cards, Schemes for
2 nome of family meinbers, d eletion of
By facifities, Bring a Subject Matior Bxpert
ited analvsis and for tho same provide the

Low income groups, Adidia
nae, Complaints and of
(Sh fit) p;(wida fie ¢
interface that will herused by peopls in all Distoicts of Maharashira

£
X

ddble Analysis and mhﬂerf‘ae‘o, Desipgn for State '{ ad Transport
ations Tafooaation KIOSEK that will be installed on major Bus

in m(m m and il w' % %_;_d.u % _u_xc.;;xl N;:ii’;:,{:ﬂ'ma m';('i. Emtm’,‘mmc)nai
: age and
;\Jiovam dcimﬁt d analysis.
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Z
Provide ail factors of interface design? Provide innovative web A

application by integrating the te ehnologies thut are used in Inferface 0
design.

Provide a svstematic design analysis for mupicipal Corporaflo)

Mobile App; that provides miorial Gon about the wards, their gmd

office, corporators in the ward, Sohools Hospitals in the s vx}l( and

other information of the Municipal Office, your ana i‘/mii“-\‘ showld
consist nf all necessary interfabe guidelines, \'\,

_\»\

\ X
What do you moan by parsona? Mention S%‘ﬁ:p‘hu’i consiructing LG
DErsona ,
What ace varions methodologies adopted for Fepdback and guidance? &

Consider sultimedia, File Down lowd and ware Installation and

sfare how we can create a dialogw ih used fo communicate the Time

factor for each one,

te Short Notes on ANY FOUR
{a) Human Ueniric Dosign

2

(b} Dresigns for accommod;
(¢} Logo Design Lo

{d) Ma’;:m.z sin HMD o ¢
(e} Graphics Teomss dn i Images
(fy Win d OWE 4
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Q.P. Code : 735400
N
(3 Hours) [ Total Marks : 80.©
\Q{)
N.B.: (1) Question No. 1 is Compulsory gy

“

(2) Attempt any three questions out of remaining five questions.

O
(3) Assume suitable data wherever required but justify the same. " e
(4) Assumption made should be clearly stated. \&\?\” '
ks
o°
1. (a) Explain Data Flow computers with example. X 5

(b) What is the basic task of scheduler? Define i) Latcnc@g{i) Initiation 5
Rate, iii) Stage Utilization and iv) Forbidden Latencg@?
(¢) What are the different models of middleware? _A\(O 5
(d) What are the issues in designing a distributed s%é%m? 5
>

2. (a) A machine is run on many applications Qﬂ‘l\i the instruction mix 1s 10
collected. Loads/Store are 10%, Inte @}}vadd/Sle 15%, FP add/sub
50%, FP multiply divide 5% and otheps 5% and branches 15%. The
clock cycles consumed by these instfuctions are: Loads 2, Integer add/
sub 1, FP add/sub 5, FP multipdy/divide 20, others . Find which
component of the architect Q@-‘fequires enhancement first. After
incorporating the enhancemg@which makes clock cycles requirements
as 2. Find the overall Spe\eé,lﬂﬁp? '
(b)  What is SIMD Archi@@‘tﬁre? Explain with example SIMD Mesh 10
Connected Architecp%(}é.
el
3. (a) What is an interl&ick? Explain the following three different classes of 10
hazards : -j'éii"\/
) Cont;{iﬁf Hazards
(i1) qu‘{%urce hazards
(1ii) A\(‘):ij'erand hazards
(b) Explain a pipelined multiplication using Digit Products of Fixed Point 10
M@f’tiplication Pipeline.
< |
4, (a)\;xExplain the difference between Data Centric and Client Centric 10
2~ Consistency Models. Explain one model of each.
C;ZE%) Explain stream oriented communication with suitable example 10
Q
_:\tg ) . [TURNOVER
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5. (a)
(b)

6. (a)
(b)
&

IA
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2 x
N
Explain the distributed algorithms for Mutual Exclusion? What are 40
the advantages and disadvantages of it over centralized algorithms? \3}2}
Write a Suzuki-Kasami's Broardcast Algorithm. Explain with example.\\ 10
X
Compare Load sharing to task assignment and Load baland_;i\ﬁg 10
strategies for scheduling processes in a distributed system. >
What are the desirable features of good distributed file &ystems? 10
Explain file sharing semantic of it. {9
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